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Abstract— Downlink channel estimation in reconfigurable
intelligent surface (RIS)-assisted communication systems employ-
ing federated learning (FL) is challenging due to communication/
computational overhead, users heterogeneity, and vulnerability
to malicious users. This letter proposes a novel methodology
integrating principal component analysis (PCA)-based cluster-
ing with FL, tailored for heterogeneous users. The approach
effectively identifies regions and users within the cell while
minimizing communication/computational overhead associated
with clustering, resulting in accurate, resource-efficient, and
secure channel estimation. Simulation results demonstrate that
the proposed FL strategy achieves estimation performance com-
parable to the conventional methods while significantly reducing
the communication overhead, enhancing the system security, and
handling heterogeneous users.

Index Terms— Channel estimation, federated learning, hetero-
geneous users, reconfigurable intelligent surfaces.

I. INTRODUCTION

RECONFIGURABLE intelligent surfaces (RISs), thin pla-
nar surfaces composed of passive low-cost components,

are a pivotal innovation in 6G wireless communications
[1], [2]. Each RIS component independently directs the
incident signal towards the desired direction by imposing a
predefined phase shift, thus enhancing communication quality
and performance [3], [4]. A crucial task in RIS-assisted
communication systems is to acquire accurate channel state
information (CSI), necessary for effective beamforming strate-
gies [5], [6]. Although traditional methods, i.e. least squares
(LS) [7] or minimum mean squared error (MMSE) [8], can be
employed for cascaded channel estimation, they require signif-
icantly higher pilot overhead in RIS-assisted systems than in
conventional massive multiple-input multiple-output (MIMO)
systems [9]. Codebook-based solutions can reduce the pilot
overhead, but need effective codebook generation [10].

Machine learning (ML)-based techniques have been shown
to provide effective cascaded channel estimation with reduced
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pilot overhead [9]. Specifically, these methods employ neural
networks to map low-dimensional signals to high-dimensional
channels, offering a promising alternative to traditional
approaches. Several works [9], [11], [12] exploited deep
learning (DL) for efficient estimation of cascaded channels,
but always focusing on centralized learning (CL) approaches,
requiring all channel data to be collected at the base station
(BS) for model training, which leads to significant communi-
cation overhead.

Federated learning (FL) can mitigate communication over-
head issues by learning a global model without users
transmitting their data to the central server [13], [14]. However,
simplistic assumptions (e.g., all users/models are trustworthy,
all users possess equal computational resources) have limited
practical implementations of FL in real-world settings due to
suboptimal performance or potential disruptions in presence
of heterogeneous or malicious users [15].

We propose a framework for downlink channel estima-
tion in RIS-enabled communications leveraging unsupervised
clustering and robust FL to reduce communication over-
head, integrate heterogeneous users, and enhance security
during the training process. More specifically, the frame-
work includes: (i) communication-efficient one-shot clustering
technique based on principal component analysis (PCA);
(ii) selective global-model training based on region identi-
fication; (iii) model validation checks (MVCs) in each FL
iteration to prevent model poisoning. It is worth noticing that
we exploit cluster information for building efficiently a single
global model. Numerical results from simulations are provided
to validate the effectiveness of the proposed framework.

Notation: Bold uppercase/lowercase letters denote matrices/
vectors, respectively. Aij is the (i, j)th entry of the matrix A.
The symbols (·)T and ⊗ represent transpose and Kronecker
product. diag(a) denotes a diagonal matrix with the elements
of vector a on the main diagonal. Calligraphic letters represent
sets, except for L denoting a loss function. |C| is the cardinality
of the set C. ∇f(·) denotes the gradient of a function.

II. SYSTEM MODEL

We consider a narrowband single-cell wireless system with
K single-antenna users, one BS equipped with M -antenna
uniform planar array (UPA), and a RIS with N elements and
dedicated wireless link to the BS. The cell has R regions,

each with Ur users (
R∑
r=1

Ur = K) as in Fig. 1. Different

regions exhibit different channel characteristics influenced by
the angles of arrival/departure of the channels, the distances
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Fig. 1. RIS-aided wireless network.

between BS-user pairs, etc. Mobile users experience signif-
icant changes in channel properties when moving from one
region to another.

RIS-aided systems operating in frequency division duplex
(FDD) mode [16], [17] experience non-reciprocal downlink
and uplink channels. We focus on acquiring the CSI of the
reflecting link.1 Assuming that the BS interacts with the users
via RIS while ignoring the direct channel, the received signal
yr,m at the mth user in the rth region is

yr,m = fTr,mΦGwr,mxr,m + nr,m, (1)

where xr,m ∈ C is the transmitted signal, wr,m ∈ CM×1 is the
precoding vector at the BS, G ∈ CN×M is the channel matrix
between the RIS and the BS, fr,m ∈ CN×1 is the channel
vector from the RIS to the mth user in the rth region, nr,m ∼
CN (0, σ2

n) is the additive white Gaussian noise (AWGN).
Also, Φ = diag(ϕ1, ϕ2, . . . , ϕN ) ∈ CN×N is the reflecting
matrix at the RIS, where ϕn is the reflection coefficient of the
nth element. According to the Saleh-Valenzuela model,

G =
√
MN

LG

LG∑
ℓ1=1

αGℓ1a
(
ϑGr
ℓ1
, ψGr

ℓ1

)
b
(
ϑGt
ℓ1
, ψGt

ℓ1

)T
, (2)

where αGℓ1 is the complex gain, LG is the number of paths
between the BS and the RIS, ϑGr

ℓ1
(resp. ψGr

ℓ1
) and ϑGt

ℓ1
(resp.

ψGt
ℓ1

) are the azimuth (resp. elevation) angles for the ℓ1th path
at the RIS and the BS. Analogously

fr,m =

√
N

Lr,m

Lr,m∑
ℓ2=1

αr,mℓ2 a
(
ϑr,mℓ2 , ψr,mℓ2

)
, (3)

where αr,mℓ2 , ϑr,mℓ2 , and ψr,mℓ2 are the complex gain, the azimuth
angle, and the elevation angle for the ℓ2 path at the RIS, Lr,m
is the number of paths between the RIS and the mth user in
the rth region, a(ϑ, ψ) ∈ CN×1 and b(ϑ, ψ) ∈ CM×1 are the
normalized steering vectors for the RIS and the BS. In case
of an N1 × N2 UPA with half-wavelength spacing [18]

a(ϑ, ψ) =
1√
N1N2

[
e−jπcos(ψ)n1

]
⊗
[
e−jπ sin(ψ)cos(ϑ)n2

]
,

(4)

1CSI of direct channels between the users and the BS is aquired by
deactivating all RIS elements, akin to traditional massive MIMO systems [9].

where ni = [0, 1, . . . , Ni − 1]T . Eq. (1) can be expressed as

yr,m = ϕTHr,mwr,mxr,m + nr,m, (5)

where Hr,m = diag(fTr,m)G ∈ CN×M is the downlink
cascaded channel matrix and ϕ = [ϕ1, ϕ2, . . . , ϕN ]T ∈ CN×1.

The BS transmits pilots (without loss of generality set to 1)
to users using Q time slots, with the received signal being

ypr,m = ΘHr,mwr,m + nr,m, (6)

where yp,Tr,m = [ypr,m,1, y
p
r,m,2, . . . , y

p
r,m,Q] collects the received

signals, ΘT = [ϕ1,ϕ2, . . . ,ϕQ] collects the RIS coefficients,
and nTr,m = [nr,m,1, nr,m,2, . . . , nr,m,Q] collects the noise.
Denoting hr,m = vec(Hr,m) ∈ CMN×1 and Ψr,m = (wT

r,m⊗
Θ) ∈ CQ×MN , Eq. (6) is transformed into

ypr,m = Ψr,mhr,m + nr,m. (7)

III. PROPOSED FRAMEWORK

Let Dk represent the local dataset of a generic kth user,
i.e. the input-output pair made of the received pilot signal
(ypr,m) and the channel vector (hr,m). The goal is to learn a
parametric representation f(·|θ) of the nonlinear input-output
mapping with a decentralized methodology.

Local datasets are not transferred to the BS, but used at
user location for training local models which are sent to the
BS and aggregated into the global model (θ). The BS solves
an optimization problem with a FL approach [19], i.e.

min
θ

1
|U|

∑
k∈U

Lk(θ;Dk), (8)

where U is the set of users and Lk(·; ·) is the local objective
function. In the tth communication round, the BS shares the
global model (θt) with a subset of users (Ut ⊂ U). Based on
the local objective function, the generic user updates the model
using the local dataset via mini-batch or full-batch gradient
descent methods (e.g., θk,t ← θt − η∇Lk(θt;Dk) where η
is the learning rate and θk,t is the local model updated by
the kth user at the tth communication round). Updated local
models are aggregated by the BS as

θt+1 =
∑
k∈Ut

(
|Dk|∑
j∈Ut
|Dj |

)
θk,t, (9)

and the procedure is repeated until convergence.
FL encounters significant challenges in the case of

heterogeneous scenarios, which can significantly degrade
performance [20]. The following steps are proposed for a
communication-efficient robust framework for FL-based chan-
nel estimation.

A. Unsupervised Clustering

We propose a PCA-based clustering algorithm that identifies
clusters solely based on the received pilot signals. Data for
each used are assumed to be Z-score normalized and processed
via standard PCA. Each user computes its own vector of
variance ratios2 (VRs) and share it with the BS.

2The entry of the VR vector is defined as the ratio between the single
eigenvalue and the sum of all the eigenvalues.
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The key assumption is that users belonging to the same
region will experience similar channel conditions, which is
reflected into similar VR vectors. K-means algorithm on VR
vectors at the BS station, where the optimal number of clus-
ters/regions is selected via the elbow method, allows for user
clustering & region identification without prior knowledge.

B. FL & Adversary Identification

The proposed framework exploits clusters information to
employ communication-efficient FL while discarding unsuit-
able models. In each communication round, the BS selects
a subset of users from each region using cluster informa-
tion and ensuring that contributions from all the regions are
represented. Selected users receive the model from the BS
and are requested to refine it according to their local dataset.
We assume that local updates happen over (E) epochs, with
batch size B and using the MSE loss function (Lu(·; ·)) as
local objective.3 It is worth noticing that user selection can
be based on different resource availability, thus allowing for
effective handling of heterogeneous scenarios.

Model validation check (MVC) is conducted during the
training process to prevent the incorporation of compromised
model updates potentially resulting from adversarial users.
In addition to the model parameters, each active user shares its
local validation loss with the BS. A model is considered valid
if the reported loss in the current round is close to the loss from
the previous round, while deemed invalid and current update
discarded if a significant increase in loss is observed.4 The
binary vector ρ collects the information about users’ reliability
based on the frequency of occurrences, with ρk = 0 (resp.
ρk = 1) denoting the kth user is “trusted” (resp. “adversary”).

User heterogeneity in terms of available resources is con-
sidered by letting users to train and share fewer parameters in
case of limited capabilities, thus ensuring active participation
of all users in the training process.

C. Communication Overhead

The communication overhead in CL is given by the amount
of data (received pilots and channel vectors) transmitted by
each user to the BS for centrally learning the model. The
communication overhead in FL is given by the total number of
parameters exchanged between each user and the BS during all
the communication rounds [5], [13]. It is worth noticing that
only the active users at each communication round contribute
to the communication overhead.

IV. SIMULATION RESULTS

We consider a single-cell RIS-assisted wireless system
with a M = 16-antenna BS serving K = 15 single-
antenna users via a N = 64-element UPA RIS. The cell
has R = 3 distinct regions, each exhibiting unique channel
characteristics and accommodating Ur = 5 users. The system
operates at 28 GHz. The channel matrix G from the BS

3The multiple-epoch refinement process facilitates faster convergence while
reducing the number of communication rounds [19].

4A 2% increase in validation loss is allowed due to variability in user data
and the stochastic nature of the training process.

to the RIS is modeled incorporating LG = 3 propagation
paths between the RIS and the BS. The gains follow the
complex Gaussian distribution αGℓ1 ∼ CN (0, 1), while the
phase angles are uniformly distributed within (−π/2, π/2).
The elements of Ψr,m are selected from

{
− 1√

Q
, 1√

Q

}
,

choosing one discrete phase shifts at the RIS and the BS,
and Ψr,m. The signal-to-noise ratio (SNR) is 1/σ2

n. The
channel vector fr,m from the RIS to the mth user in the
rth region is generated using the Saleh-Valenzuela channel
model. The number of paths between the RIS and each user
is Lr,m = 3. The complex channel gains are modeled as
complex Gaussian random variables αr,ml2 ∼ CN (0, 1), and
the phase angles are uniformly distributed across (−π/2, π/2).
The elevation angles are segmented according to 3 different
scenarios: Scenario 1 (non-overlapping regions) with ele-
vation angles segmented as (−π/2,−π/4), (−π/6, π/12),
and (π/6, 5π/12); Scenario 2 (adjacent regions) with ele-
vation angles segmented as (−π/2,−π/6), (−π/6, π/6),
and (π/6, π/2); Scenario 3 (overlapping regions)with eleva-
tion angles segmented as (−π/2,−π/12), (−π/6, π/4), and
(π/6, π/2). Scenario 2 is assumed unless explicitly specified
differently.

The pilot overhead is set to Q = NM
8 = 128. Each user

trains on |Dk| = 2 × 104 samples and employs the LS
algorithm to generate labels for the cascaded channel (90%
of its dataset for training and validation, 10% for testing) [9].
After Z-score normalization, PCA, and extraction of the VR
vectors, K-means clustering is executed 10 times with different
initializations and maximum number of iterations equal to 300.

Each user employs a layered architecture with approxi-
mately 2 × 106 trainable parameters including convolutional
layers, batch-normalization (BN) layers, ReLU-activation lay-
ers, and fully-connected (FC) layers. The FL model is trained
over 50 communication rounds and 25 communication rounds
with multiple local epochs, using a learning rate of η = 10−3,
which is halved every 10-th iteration. ADAM optimizer with
batch size B = 256 is used at user location. A small-model
architecture with approximately 106 trainable parameters was
considered to represent resource-constrained users.

The performance of the proposed algorithm is compared
to classical FL-based channel estimation. Strategy 1: the
model is trained using all users across all regions, running
one single epoch per user for each communication round,
namely All-User (AU) and explored in [5], [9], and [13].
Strategy 2: the model is trained randomly selecting 3 out
of 15 users per communication round, running one single
epoch. In this case, it is possible that one or two regions
are not represented: to showcase the potential performance
degradation when one region is missing. We trained a model
that explicitly omits users from region 2, namely Missing-
Region-2 (MR2). Strategy 3: the model is trained with the BS
operating as Scenario 1 (resp. Scenario 2) for 60% (resp. 40%)
of the communication rounds, namely MR2-40%. Strategy 4:
the model is trained by smartly selecting users while safely
integrating heterogeneous users, using single or multiple local
epochs to save energy and reduce communication overhead,
namely Efficient-User-Selection with m epochs (EUS-m).
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Fig. 2. PCA-based clustering at 9 dB.

Fig. 3. NMSE performance comparison for SNR = {5, 7, 9, 11, 13} dB.

TABLE I
COMMUNICATION OVERHEAD

Fig. 2 shows the within-cluster sum of squares (WCSS) for
different number of clusters, with 3 clusters being the optimal
solution, and the corresponding user clustering in the subspace
represented by the two main principal components.

Fig. 3 shows the normalized mean squared error (NMSE)
of different strategies with SNR ranging from 5 dB to
13 dB on a test dataset representing the entire cell with
equal contributions from each cluster. The proposed strategies
(EUS-m) are compared with the traditional FL-based strategies
(AU, MR2, and MR2-40%) and the additional benchmarks
like the LS and MMSE algorithms for K = 15 and K =
30 users. It is apparent that the FL-based schemes outperform
the traditional benchmarks. Although the performance gap
narrows at higher SNR levels, where the LS and MMSE-based
schemes achieve good estimation accuracy, they still demand
significantly-higher pilot overhead.5

The results further highlight that selecting a smaller subset
of users, especially in the multi-epoch scenario, substantially
reduces the communication overhead while maintaining or
slightly enhancing the performance. Table. I compares the
communication overhead of different strategies. While the CL
approach proves to be more communication efficient than the
AU strategy, the proposed multi-epoch strategy significantly
reduces the communication overhead and surpasses the CL
approach. Moreover, EUS-1 strategy has a similar communi-
cation overhead as to the MR strategy (which fails to guarantee
the inclusion of at least one user from each region).

Fig. 4 analyzes the performance of the proposed framework
in a heterogeneous scenario where the users from one region
are limited in their training capabilities and share only half of
their model parameters. In the strategy denoted “small model”,
all users across all regions adopt a reduced model, thus
enabling also resource-constrained users to participate in the

5The pilot overhead for the LS and MMSE techniques is 1024, eight times
higher than the pilot overhead of 128 needed for the FL-based schemes.

Fig. 4. Heterogeneous environment performance for SNR = {5, 7, 9, 11,
13} dB.

Fig. 5. Performance under different region scenarios.

Fig. 6. Comparative analysis of secured vs. unsecured.

training. In the EUS-1(Mixed Model (MM)) strategy, each user
selects a full or reduced model according to its capabilities,
again enabling all users to participate in the training. The
strategies MR2 and EUS-1 are added as upper and lower
bounds, respectively. It is apparent how the “small model” has
similar degraded performance as MR2, while EUS-1(MM) is
much closer to EUS-1, enabling effective participation of all
users even in the case of heterogeneous scenarios.

Fig. 5 shows the algorithm’s resilience under varying seg-
mentation scenarios for the elevation angle. The results are
consistently positive, irrespective of the region definition.

Fig. 6 shows the effectiveness of the proposed framework
in presence of adversarial users. The proposed secured
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Fig. 7. Adversary identification.

approaches, namely 1A-Sec and 2A-Sec (involving 1 and
2 adversarial users) are compared with corresponding
unsecured versions lacking MVC. The proposed secured
approaches exhibit resilience in both adversarial scenarios and
perform similar to the reference multi-epoch scenario without
adversarial users. In contrast, the unsecured approaches
experience significant performance degradation. To showcase
the capability of user identification, Fig. 7 shows the
frequency of users failing the MVC and flagged. User-6 acts
as an adversary in the single-adversary scenario; User-1 and
User-12 act as adversaries in the two-adversary scenario. It is
apparent in Fig. 7a that User-6 exhibits the highest frequency
of occurrences in the set of adversarial users (A), highlighting
its disruptive behavior. This contrasts with the users in the
healthy set (H), who passed the MVC, further confirming
User-6’s adversarial role. Similarly, in the two-adversary
scenario, User-1 and User-12 show higher frequencies in the
adversarial rounds, with no occurrences in rounds where the
MVC is passed, emphasizing their roles as adversaries.

V. CONCLUSION

This letter presented a novel framework for FL-based chan-
nel estimation that reduces the communication overhead while
enhancing the reliability and security of the FL framework in
RIS-aided wireless systems. PCA-based unsupervised cluster-
ing is proposed to smartly selecting a subset of users from each
cluster during each communication round. Numerical results
showed that carefully selecting a limited number of users and
adjusting the number of local training epochs can significantly
reduce the communication overhead. The framework is specif-
ically designed for effectively accommodating heterogeneous
users by adjusting the model size according to their local

resources. MVC was integrated to enhance system security
against adversarial users corrupting the model parameters.
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